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Disclaimer

“If you think technology can solve
your security problems, then you
don’t understand the problems, and
you don’t understand the
technology.” - ruce schneier



Back 2 Basics
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Venn diagram representing the relationships between Al, ML and DL. (Adapted from Goodfellow et al. 2016)



Why Al in Cybersecurity?




Statistics

e 4000 Password attacks per second (Year 2023),
579(Year 2022)

e 72 minutes Median time for an attacker to access your
private data if you open a phishing email

e 3.5 million Global shortage of skilled cybersecurity
professionals

Source : Microsoft Digital Defence Report 2023



Do we need Al ?

Hints:- With great power comes great responsibility



We need RA

Trustworthy
Artificial
Intelligence

Resilient _‘Bespo;sible“—'

Robust Accountable Monitored Transparent Explainable Safe Secure Private Effective Fair Ethical Inclusive Sustainable Purposeful

Figure 1.1: Image depicting Pillars of Trustworthy Artificial Intelligence: created from Montreal Ethics
Institute Example



LLM Threat Category
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Figure 1.2: Image depicting the types of Al threats: credit sdunn



D
Prompt Injection

This manipulates a large language
model (LLM) through crafty inputs,
causing unintended actions by the LLM
Direct injections overwrite system
prompts, while indirect ones manipulate
inputs from external sources.

Sensitive Information
Disclosure

LLM's may inadvertently reveal
confidential data in its responses,
leading to unauthorized data access,
privacy violations, and security

data
and strict user policies to mitigate this.

OWASP Top 10 for LLM

Insecure Output
Handling

This vuinerability occurs when an LLM
output is accepted without scrutiny,
exposing backend systems. Misuse
may lead 1o severe consequences like
XSS, CSRF, SSRF, privilege escalation, or
remote code execution

Insecure Plugin
Design

LLM plugins can have insecure inputs
and insufficient access control due to
lack of application control. Attackers
can exploit these vulnerabilities,
resulting in severe consequences like
remote code execution.

Training Data
Poisoning

Training data poisoning refers to
lating the data or fi g
process 1o introduce vulnerabilities,
backdoors or biases that could
compromise the model's security,
effectiveness or ethical behavior

Excessive Agency

LLM-based systems may undertake
actions leading to unintended
consequences. The issue arises from

Y. , of
autonomy granted to the LLM-based
systems

Model Denial of
Service

Attackers cause resource-heavy
operations on LLMs, leading 1o service
degradation or high costs. The
vulnerability is magnified due to the
resource-intensive nature of LLMs and
unpredictability of user inputs.

D
Overreliance

Systems or people overly depending on
LLMs without oversight may face
misinformation, miscommunication,
legal issues, and security vulnerabilities
due to incorrect or inappropriate content
generated by LLMs

OWASP Top 10 for Large Language Model Applications

Supply Chain
Vulnerabilities

LLM application lifecycle can be
compromised by vulnerable
components or services, leading to
security attacks. Using third-party
datasets, pre- trained models, and
plugins add vulnerabilities.

Model Theft

This involves unauthorized access,
copying, or exfiltration of proprietary
LLM models. The impact includes
economic losses, compromised

, and
access 10 sensitive information.




Debunk
Cybersecurity
Al Myths



Myth 1: Unauthorised Data Access

Answer: No.

This won't happen with Copilot because it uses ‘admin on behalf
of’ rights for the user logged in. This means the rights are limited
to that specific user and that user only. Copilot runs queries as
the user, so it never has elevated privileges beyond what the user
has.



Myth 2 : Data Privacy and Ownership

Will my customer data be used to train language models in Copilot?

Answer: No

Built with security, privacy and compliance

When it comes to data, unlike ChatGPT, Copilot ‘
is grounded in the unique context of your Your data is your data. E o
organisation. That means when you ask Copilot

any question, the answer will be based on what's

happening in your organisation at that moment.
[P : : Your data is not used to train

Your data isn’t used to train the foundation sl

Al models. It's a closed learning loop that

continuously improves based on your use

Your data is protected by the most
comprehensive enterprise compliance
and security controls.

OMONO



Is transferred data protected from unauthorised access?

Answer: Yes.

Powered by data that's unique to you
and your organisation

When using Copilot for Security, your data:

e Isyourdata.
Is stored where you choose and always encrypted

at rest. e ooty e
e Isn't used for sales or shared with third parties. Yy
e Is housed in systems governed by Microsoft SOC — Copilot for

and  International Organisation for Security

Standardisation-certified processes.

e Isn'tused to train foundation Al models.

° Is never shared with OpenAl.

e Is protected by the most comprehensive enterprise ; .
compliance and security controls Hiiomscificeds

L Intelligence data




Myth 5 : Hallucinations

Does Copilot for Security help detect hallucinations?
Answer : Yes

Trust is paramount in security. If you can’t trust security data and insights, you
can’t achieve the right outcomes. For humans to confidently work with Al-powered

tools such as Copilot, it’s critical to build trust in the technology.

Microsoft, is committed to responsible Al, which is why Copilot is designed to:
» Show reasoning, sources, debug and runtime.

« Ensure data is compliant, secure and private.

« Address harms and hallucinations.

 Be transparent and allow for an open dialogue



Myth 4 : Compliance Issues

Does Copilot for Security meet industry or regional compliance
requirements?

Answer: Yes

Copilot meets General Data Protection Regulation (GDPR) requirements
for EU markets by implementing the Azure Public Preview requirements. It
stores all EU customer data within the EU Data Boundary and is available
in multiple languages. Copilot also provides compliance controls to help
you meet business and regulatory requirements



Onboarding

Security Copilot

Provision Capacity Setup Default ENV

Provision capacity within Copilot for Provision capacity through
Security Azure




Demo

Prerequisite

e Azure Subscription
e Azure subscription owner or contributor to create capacity



1. Sign in to Copilot for Security (https://securitycopilot.microsoft.com).
2. Select Get started.

= Microsoft Copilot for Security

Welcome to Microsoft Copilot

for Security

Let's get your organization set up

Get started



https://securitycopilot.microsoft.com

3.Set up your security capacity:

Select the Azure subscription, associate capacity to a resource group, add
a name to the capacity, select the prompt evaluation location, and specify
the number of Security Compute Units (SCUs). Data is always stored in your
home tenant geo.

Set up your security capa




Provision capacity in Azure

Sign in to the Azure portal.

Search for Copilot for Security in the list of services, then select Copilot for Security.
Select Resource groups.

Under Plan, select Microsoft Copilot for Security. Then select Create.

PWON—-




Set up Default environment

N

Associate your capacity to the Copilot for Security environment if the capacity was
created in the Azure portal.

You're informed where your Customer Data will be stored. Select Continue.

Select among the data sharing options. Select Continue. For more information on data
sharing, see Privacy and data security.

You'll be informed of the default roles that can access Copilot for Security. Select
Continue.

A confirmation page is displayed. Select Finish

©

re all set!

start using Copilot to investigate incidents, analyze
ize recent threat intelligence, and much more.




Using Copilot for Security, security professionals

Give your security team
an edge with
Industry-leading
Generative Al

22% faster across all tasks
7% more accurate across all tasks
14% faster at analysing scripts J

12% more accurate at script analysis

39% faster at summarising an incident ‘Q

Plus, analysts using Copilot for Security created
incident summaries with 49% more incident facts.




Wanna become Security Copilot Ninja

How to Become a Microsoft Copilot for Security Ninja: The Complete

Level 400 Training

........
......
[ 4 L ]



https://techcommunity.microsoft.com/t5/microsoft-security-copilot-blog/how-to-become-a-microsoft-copilot-for-security-ninja-the/ba-p/4106928
https://techcommunity.microsoft.com/t5/microsoft-security-copilot-blog/how-to-become-a-microsoft-copilot-for-security-ninja-the/ba-p/4106928

WhCIt’S Next ?

Trust Always
verify

Phishing QR ,It’s
my LinkedIn Don’t

OFfFI0
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Thank you!



